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Abstract  

Attributed to an atypical growth of hepatocyte cells, hepatocellular carcinoma (HCC) is the 

predominant form of hepatic cancer, including 75% of cases. Additionally referred to as hepatic 

cancer, liver cancer. There may be potentially deadly repercussions if this tumor is not properly 

identified, and it is usually discovered at an advanced stage. To detect the tumor early, then, a specific 

quantity of space is necessary. Application of visual processing techniques to early detection of liver 

cancers is therefore the main objective of this project. In this case, cancerous liver tumors are detected 

using computed tomography (CT) pictures. Morphological operations are a straightforward and 

practical method of segmenting a picture, while anisotropic diffusion filters are used to enhance the 

image. This approach involves the combination of two processes: dilation and erosion. The goal of the 

suggested approach is to make the surrounding region of the tumor visible in the computer 

tomography. 

 

Keywords: Liver Cancer, Hepatocellular Carcinoma (HCC), Image Processing, Tumor Detection.  

I. INTRODUCTION 

In the past, most cancers used to develop between 460 and 370 BC. The "FATHER OF 

MEDICINE," Hippocrates, a Greek physician, is credited with developing it. In our bodies, 

billions of cells divide daily to become new ones. The newly created cells live in the home of 

the deceased cells. Essentially, organs are constructed collectively by tissues, and tissues are 
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produced collectively by cells[1]. As a result, on rare occasions, cells multiply more than the 

body requires, leading to lumps or growths known as tumors [21–28]. In this effort, we 

proposed a straightforward visual processing approach for identifying most tumors. 

Processing digital images entails applying computer systems to handle the image with 

essential algorithms[3] 

This particular software is called MATLAB. The majority of liver malignancies use a 

computed tomography image to identify the tumor region[3]. The majority of liver 

malignancies may be detected in three main processes. It entails emphasizing the tumor site, 

processing the shot, and pre-processing the image[4]. Pre-processing consists of taking an 

image. Anisotropic diffusion filter should be used more effectively to reduce noise and 

picture flaws. Additionally, there can be a chance of noise generation during thresholding[5].  

This stage is essential to the identification of cancer since even a slight variation, which 

can also be caused by flaws or noise, can have a significant influence on the process[6]. 

Following image enhancement, the image is divided during the processing step in order to 

identify the tumor region. Morphological procedures are utilized for picture segmentation 

[15–20]. It comprises of erosion and dilation, which is the main method used to complete the 

whole detection process[7]. Because morphological operations don't use complex 

mathematical calculations and instead operate on a basic set concept, they are relatively 

convenient and easy to perform[8].  

To ensure that the tumor is simply and plainly visible, the next step is to highlight its 

position in the given image[9]. Every processed image has a subplotted photo that shows the 

original image, the filtered image, the tumor region, the bordered tumor photo, and the 

highlighted tumor proximity in a single, separate image, which makes it easy to completely 

understand the entire process[10].  

When exposed to cancer, the liver—a football-shaped organ located in the upper right 

portion of the stomach—is found utilizing image processing techniques.  

Among the symptoms are:  

• Weight loss without effort.  

• Diminished Appetite.  

• Pain in upper abdomen.  

• vomiting and nauseous.  

• Weariness and general weakness.  

• Bloating in the abdomen.  

• Chalky, white stools 

http://www.jnxtgentech.com/
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 • Yellow coloring of the skin and whites of the eyes (jaundice) 

 A portion of the liver may be removed; transplantation; chemotherapy; and, in certain 

situations, radiation therapy are among the possible treatments.  

Due to the incredible diversity of lesions, limited differentiation between the lesion and 

the surrounding LIVER, uneven and fuzzy lesion boundaries, liver kinds, and presence of 

chemicals, the most often used approach in the convolutional neural network is no longer a 

simple task[11].[12]. constraint while choosing the image's measurement[13]. expensive 

execution. False detection is not functional on images with significantly reduced contrast. 

Most malignancies require many stages to be detected[14]. Patients frequently see a doctor 

because they are experiencing one or more symptoms. Most malignancies are occasionally 

discovered by screening or threat. The initial step began with the acquisition of many 

microscopic biopsy pictures. Every image undergoes a variety of pre-processing tasks, 

including enhancement and noise reduction. 

 

II. RELATED WORKS 

The current research indicates that long-term exposure to microwave radiation modifies 

blood chemistry and impairs brain function as measured by alterations in spatial memory, 

circadian rhythm, and DNA damage. Long-term exposure to MW radiation raises the risk of 

neurodegenerative illness, even though it has no negative effects on metabolic function. 

Similar to ice-sizing radiation, brain performance and human health risk assessment are 

intimately correlated. Therefore, given the growing prevalence of microwave radiation in 

modern society, safe limits to the frequency and duration of microwave radiation must also 

be offered.  

Critiques of the literature regarding many most serious malignancies can identify some 

common elements.. First off, there appears to be a higher likelihood of many primary 

malignancies in the Japanese population. According to Yamamoto et al., 15–20% of Japanese 

patients with colorectal carcinoma went on to acquire multiple primary malignancies. 

Moreover, this might be brought on by CL, longer common lifespans, or genetic 

susceptibility. Multiple basic malignant neoplasms are defined as two or more malignancies 

in a single ill individual, regardless of any relationship between the tumors.  

Depending on how long it takes to diagnose some of the most major malignant tumors, 

they may present as synchronous or metachronous. Secondary cancers known as 

"metachronous cancers" appear more than six months after the initial tumors were diagnosed 

and treated. Cancers that are synchronous are discovered simultaneously or within a span of 

around half a year. A few initial malignant tumors met the following criteria: Every tumor 

needed to provide a specific image of malignancy; every tumor needed to be distinct in its 

histology; and any chance that a tumor was a metastasis of another one needed to be 

eliminated. 

http://www.jnxtgentech.com/
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It's also possible that a sizable fraction of various primary cancers develop by accident. 

While the exact causes and dangers of many major cancers are unclear, substantial exposure 

to toxins, adverse effects from radiation and/or chemotherapy, genetic instability, inherited 

propensity, and longer average lifespans should all be considered potential contributors. 

Additionally, carcinogenic exposures such as alcohol and smoking may raise the risk of many 

unbiased malignant foci arising in the mucosa.  

Developments in radiation and chemotherapy. Second, the majority of patients with 

multiple primary malignancies are elderly. Third, malignancies associated with smoking, 

prostate cancers, and renal cell carcinomas are frequently associated with many underlying 

cancers. Fourth, those who have survived head and neck malignancies are more likely to 

develop other cancers of the digestive or respiratory systems. This phenomenon was formerly 

thought to be explained by a "field cancerization effect," in which cancer agents exposed to 

the exposed organ cause severe cell clones to proliferate. Alcohol and tobacco are examples 

of carcinogenic insults that may also increase the likelihood that a few unbiased malignant 

foci may form in the mucosa epithelium. 

The afflicted individual detailed in the current study did not consume any alcohol and 

smoked tobacco for a long time. He was no longer receiving radiation or chemotherapy, and 

he was no longer exposed to high levels of carcinogens. Not only were none of the neoplasms 

in the head and neck area, but his family history included two deaths from lung carcinoma 

and hepatic cancer in his father and mother, respectively, along with a history of hepatitis B. 

This demonstrates how the patient's stomach cancer, which was accompanied by a concurrent 

liver cancer, was related to specific cancer records in his family tree, the specific molecular 

mechanism of which is yet unknown.  

Major cancers no longer automatically indicate a poor prognosis when they are multiplied, 

if thorough investigation and treatment are carried out. Another important risk factor that may 

have an impact on prognosis is early diagnosis. There used to be no popular treatment for 

more than one primary tumor. Mentioned the case: the patient, who had stomach carcinoma 

and a synchronous liver tumor, had undergone corrective hepatic tumor resection in addition 

to a radical gastrectomy for the majority of the malignancies. For many primary 

malignancies, surgical excision was formerly a useful strategy; specifically, multiple primary 

tumor resections might also be the best course of action.  

This report has certain obstacles. First of all, it only covered one home records inquiry, 

which reduces the amount of solid evidence that can be provided. More situations that are 

comparable need to be examined. Secondly, it should not be proved that a single explanation 

for the mechanism of several primary cancers exists. It seeks a correspondingly basic search 

for the unique mechanism. Third, more follow-up time is required because the current follow-

up period is insufficient for our patient. Notwithstanding these drawbacks, we acknowledge 

that the current knowledge may also contribute to improving scientific awareness of a few 

key malignancies by identifying homes that are at risk. For families with specific cancer 

records in their family tree, early screening for other serious cancers should be desired.  

http://www.jnxtgentech.com/
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Application of Improved Anisotropic Diffusion Filter on Image Processing" made the 

argument that the most popular method for eliminating noise is anisotropic diffusion filtering. 

The accelerated anisotropic diffusion filter method used in this research to remove salt and 

pepper noise from photos is described.  

Understanding and Using Morphological Operations in Image ProcessingThe 

morphological procedures that are given are simple to understand and operate based on the 

principles of set theory. The purpose of doing this type of procedure is to remove the flaws in 

the structures in the pictures.  

Identification of liver tumors The goal of "Using Image Processing" was to identify the 

exact locations of the liver in relation to the stomach in the scan images. This uses a novel 

method to extract the tumor's surrounding area from the CT scan. The picture processing 

techniques for tumor detection are described in "A Survey on Digital Image Processing 

Techniques for Tumor Detection." It provides a high-quality outcome for tumor detection and 

classification through evaluation using current techniques.  

"Adaptive Anisotropic Diffusion Filter for MR Image Noise Reduction" is the proposal 

that was made. The adaptive threshold selection is used by the stepped forward anisotropic 

diffusion filter. The suggested method was applied to real MR photos, and the outcomes are 

outstanding. Anisotropic Diffusion Filter With Memory Based on Speckle Statistics for 

Ultrasound Images" suggests using a tissue-selective approach in conjunction with an 

anisotropic diffusion filter with a probabilistic-pushed memory mechanism to overcome the 

over-filtering issue.  

In order to improve the corresponding answers of the inverse issue of electrocardiology, 

"Noise discount the usage of anisotropic diffusion filter in inverse electro cardiology" 

employed anisotropic diffusion filter to cancel the noise at the body flooring potentials 

readings.  

Image Filtering Algorithms and Techniques: "Morphological operations on photos 

represented by way of quadtrees" offered a set of guidelines to produce the dilated/eroded 

snapshots, which are also represented by quadtrees, and to simultaneously elevate out 

morphological operations on photos represented by way of quadtrees. The several picture 

filtering algorithms and techniques used for photo filtering and smoothing were described in 

the recommendations. picture smoothing is one of the most significant and often used 

methods in picture processing.  

 Using morphological operations, a novel fully computerized liver and tumor segmentation 

system aims to enhance an automated tool for detecting hepatocellular carcinoma in 

computed tomography scans that has poor specificity and excessive sensitivity. 

 

 

http://www.jnxtgentech.com/
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III. METHODOLOGY 

Most malignancies need many stages of detection. Patients frequently see a doctor because 

they are experiencing one or more symptoms. Most malignancies are occasionally discovered 

by screening or threat. The initial step involves capturing a number of tiny biopsy pictures.  

Every image undergoes a variety of pre-processing tasks, including enhancement and 

noise reduction. This research presents a multilevel decomposition and classification 

approach-based boundary detection method for Dermo-scope snap photos. The majority of 

liver tumors are detected by digital picture processing. The artificial neural network's scope is 

employed. Testing and education are the two stages. Cancer complications can be decreased 

with early diagnosis. Minimization of negligible amount of labor and time for 

ophthalmologists. 

 

 

 

 

 

 

Figure 1: Work flow of process 

A.  PRE-PROCESSING OF IMAGE 

The initial and most important stage in photo processing is pre-processing. Pre-processing in 

photo processing is primarily used to improve picture quality, reduce unwanted noise-induced 

distortions in photos, and enhance the appearance of photo elements for further processing. In 

the context of clinical image processing, pre-processing images serves a crucial role in 

ensuring that the input image is free of contaminants and is optimized for subsequent 

systems, such as segmentation and characteristic extraction.  
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Figure 2: Input image 

 

 

 

 

 

 

 

Figure 3: Highlighting Tumor Region In Given Image 

 

 

 

 

 

Figure 4: Highlighting Tumor Region with border 

Filter Diffusion filters consist of two unique filters, known as anisotropic and isotropic 

diffusion filters. Anisotropic filters are non-linear, whereas isotropic filters are linear. In 

nature, linear filters are homogenous and have constant conductivity. Anisotropic filters are a 

non-linear technique that Perona and Malik presented as a way to get around this smoothing.  

Another name for anisotropic filters is the Perona-Malik equation. It is a useful tool for 

enhancing photos. This filter's primary goal is to reduce noise in addition to removing huge 

portions, sharp edges, and bold lines from the input image. The MATLAB code for image 

processing with anisotropic diffusion requires a few key parameters. 

The anisotropic diffusion representation is In this case, lambda is the maximum price of 0. 

25 for stability, Num_itr is utilized to indicate a wide range of iterations, Im is the input 

picture, and Kappa is the conduction coefficient. Delta is the integration constant. A smaller 

area is preferred over a bigger one in the first choice, and a larger area is preferred over a 

smaller one in the second. The challenge's input picture is computed to create a mography 

image of the liver, as the presentation demonstrates. In order to make conclusions that are 

clear, anisotropic diffusion filtering is used to filter the given picture and eliminate noise and 

imperfections. It is essential for processing the image in the following stage to  provide a 

clear commentary on the area of the liver tumor.  

http://www.jnxtgentech.com/
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Using a new technique for automatically extracting the liver location from a scanned 

photograph for the stomach area, the lookup aims to improve an automated method of 

extracting suspicious areas of the liver location from the scanner picture to the abdominal 

area. This technique relies on the use of related compounds numbering algorithm CCL in 

addition to records series algorithm FCM to extract suspicious areas of the extracted location 

of the liver. 

The characteristics of this method are as follows: 

To give a two-dimensional representation of the suspicious blocks, a single cross-sectional 

image of the stomach is used.  

based on two stages of fractionation: 

1. Extracting the stomach location scanned image's liver area.  

2. The liver region's questionable regions are removed. 

depends on the accuracy of the scanned images of the abdomen, where the liver's key 

locations are clearly visible. The created process is divided into two stages and is entirely 

automated, requiring no human participation at all: 

a. First Phase: 

 Input Image: This is a scanned image of the stomach area  

 Providing ninety and 200 as the threshold values for photographs.   

 Using the CCL Algorithm to range relevant regions that provide the image structure.   

 Determining and extracting the largest area that harbors liver.   

 Eliminating several organ regions that coexist with the liver region.   

 Obtaining the distinct values for the liver area's variables.  

b. Second Phase: 

• Obtaining the output image (the picture of the suspicious regions in the liver area) by 

grouping the team elements of the liver photo into three sets using the FCM 

algorithm obtaining the three sets' components' unique values.  

• Identifying the image that best captures the parts of the liver area that are suspect. 

Eliminating tiny region regions and comparing them with the places that raise 

suspicions obtaining the distinct values for the items in the suspicious areas.  

• Removed the liver region from the computer-generated scanned image of the 

stomach Phase II (Extraction of Liver Area Suspicious Regions): 

• The suspicious spots in the abdomen image that need to be removed are included in 

the liver extraction image. Because of the form and character of these suspicious 

spots, this is seen as a challenging process. 

 

http://www.jnxtgentech.com/
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Taking into account image objects as a collection of data, divided into smaller groups, each 

of which has devices from the same house (such as gray tiers), an algorithm can be used to 

gather information for the compilation of picture elements within groups, such that elements 

from one set vary with and are similar to elements from other sets. One of the most 

significant data gathering techniques in the field of medical image processing is the FCM 

algorithm.  Although there is variation in the values of grey degrees in medical images due to 

various factors, including the parameters of the imaging process and the physical 

characteristics of the patient, it does not rely on fixed values of the levels of gray; instead, it 

works with instances on a foundation of one through one, producing good results. The fcm 

feature of the Matlab image processing tool package has been utilized to view the FCM 

method on the liver region photograph [9]. 

[center, U, obj_fcm]=fcm(data, cluster_n) [center, U, obj_fcm]=fcm(data, cluster_n, options) 

 Where: 

Data is the Matrix Data, which is a facts crew have to be divided into corporations so that 

everyline of this matrix confirms one facts factor (in our case, an component ofthe image).  

Cluster n: Number of corporations ( &gt;1).  

Center: Matrix of the last organizations centers, so that every line represents the coordinates 

ofthe core of a team of them.  

U: Matrix of random distribution.  

Obj_fcm: Matrix of characteristic values through repeating the algorithm.  

Options: Matrix of alternatives by using which the parameters of the manipulate and are as 

follows: 

The first option: Fuzziness Degree. The default fee: 2.  

The 2d option: The most quantity of iterations of the steps allowed. The default value:100.  

The 0. 33 option: Within the bounds of the maximum number of iterations, of course, little 

expense of consequence enhancement permitted the continuous application of step repetition. 

0.0 00001 is the default value. 

The fourth choice is to demonstrate values and fee enhancements through the use of the 

approach.  

 The initial action: In this step, we continued to follow the fcm characteristic on the liver 

photo that was derived using the default picks matrix to determine the number of 

organizations inside three groups. One of these groups is made up of the photo's historical 

factors, while the second crew is made up of image factors in suspicious regions, and the 

closing team is made up of those factors. 

http://www.jnxtgentech.com/
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 The Second Step: For each image from the previous step, the corresponding elements in 

the liver image area in Figure 9 should be retrieved. All of the images that are partially 

represented by the liver image are formed by the boycott of each image when combined, and 

the final image is the original image that depicts the entire liver area that was drawn in the 

first phase. 

c. The Third Step: 

The fcm feature no longer provides snapshots of the three businesses in the equal order 

each time it is completed (Even when the use of the equal records for income). As a result, 

three businesses that resulted from the previous step are examined in this step, and the crew 

that represents the cells of suspicious areas is chosen. Therefore, it is no longer appropriate to 

continuously assume that the first team will represent the normal cells in the liver, the second 

crew will represent suspicious cell locations in the liver, and the third crew will represent 

background cells.  

The crew of healthy cells in the hepatic area that has the highest cost of gray tiers. The 

majority  cost of gray stages in the team of suspicious areas cells in the liver area. The most 

price of gray ranges in the team of photo historical past elements. Therefore, the most value 

of the grey levels is calculated in each photo of the three pictures resulted from the preceding 

step, and the preceding term is being utilized to choose the image that represents suspicious 

areas in the location of the liver. 

d. The Fourth Step: 

This stage involves deleting and leaving out very tiny portions in order to evaluate the 

suspicious areas that need to be removed. This is the outcome of the bw area open feature 

application, one of the morphological operations available at the MATLAB picture 

processing library. It deletes any linked regions whose element count is less than or equal to a 

desired amount. Eliminating connected regions with extremely tiny sizes compared to the 

regions of concern. 

e. The Fifth Step: 

Equation (4), which compares the houses' shape, area, and closeness to the perimeter to the 

wide-spread values of these Tumor Block households, is used to recover the authentic values 

of the suspicious areas parts of the picture of Liver.  

B. DETERMINING THE EXTENT OF THE LIVER CANCER 

Your doctor will attempt to determine the cancer's extent (stage) upon diagnosis of liver 

cancer. Exams for staging help determine the size, location, and extent of most malignancies 

as well as whether or not they have spread. CT, MRI, and bone scans are among the imaging 

tests used to stage the majority of liver tumors.  

http://www.jnxtgentech.com/
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There are distinct methods for staging hepatic carcinoma. For instance, some methods 

employ the Roman numerals I through IV, while others use the letters A through D. The stage 

of your cancer is used by your healthcare provider to determine your course of treatment and 

prognosis. 

C. SUSPICIOUS REGIONS EXTRACTED OF LIVER AREA 

Due to the convergence of the values of their gray stages and the stages of gray of the 

suspicious regions, parent thirteen shows the presence of undesirable areas in addition to the 

problematic areas. Eliminating these components Due to the high cell gray levels in this 

segment, which caused them to be deleted at the threshold phase, the liver area that makes up 

this portion has not yet been retrieved in the first stage. This issue might mostly be solved 

with software that applies the proper pre-treatment for utilized photos.  

When established approaches are used to secondary tumor pictures, almost all regions of 

the tumors are extracted; nevertheless, the detection and extraction of these cancers 

necessitate an additional treatment because of their 

The right results have been obtained when the established technique has been applied to 

healthy cases, where the liver is clear of any questionable regions and the liver's cells have 

gathered in one team aside from certain liver components. These outcomes demonstrate that 

the suggested approach performs acceptably in both healthy and sick situations. When 

imaging the liver using colored media, the values of the grey ranges of the bordering cells are 

closed to the values of the grey degrees of suspicious spots. This has caused liver border 

components to be visible in the majority of the images produced when the established 

approach is used. On the other hand, this has no bearing on how readable the extracted 

suspicious sections are.  

Show how the introduction of the CCL algorithm to the liver area extraction technique 

improves an automated approach by mitigating the impact of several variable parameters, 

including the space of the liver and different imaging conditions. This technique can be 

useful in finding problematic liver spots since it is reliable and does not modify the imaging 

process in any way. The extracted suspicious areas in the second segment of the developed 

method are the reason for the effectiveness of the created technique in locating the best 

extraction for the liver region; consequently, the extracted suspicious areas surrounding the 

liver must be extracted inside the liver's location in the first segment. 

The method can be applied to a large number of images obtained for various liver lesion 

cases and patients in order to conduct a scientific trial on the overall performance of the 

developed method as well as the adjustment of its steps, such as the final pick of the extent 

and form of used composition elements of morphological operations used in this manner. 
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IV. EXPERIMENTS AND RESULTS 

The most well-known software application for processing digital images. The multifunctional 

tool known as MATLAB (matrix laboratory) is used for manipulating matrices, visualizing 

features and data, implementing algorithms, and creating user interfaces. The MATLAB 

software 10 program is utilized for image processing in the detection of liver cancer in most 

cases. It is a programming language that is widely used. When it is used to perform the 

fundamental processes of the system, it is usually written as feature files or script documents.  

Liver cancer is detected by image processing, and medical imaging shows the location of the 

malignant region. The image processing technique for the detection of liver cancer uses many 

sample kinds to ensure a comprehensive assessment. The tumor is highlighted in red when an 

input is a single mass image of liver cancer. 

There won't be a precise location indication when photos of a healthy liver are provided. 

There are certain variances and inaccuracies when there are little tumors surrounding a single 

bulk of tumor. The algorithm that has been suggested recognizes just one tumor mass in the 

liver. To improve accuracy, a number of questionable locations are addressed with medical 

professionals. 

 

Figure 5: Output image 

V. CONCLUSIONS AND FUTURE SCOPE 

With stomach computed tomography images, the suggested lookup provides a 

morphological operation—such as erosion and dilation—for the processing of photographs in 

order to detect liver cancer. The results ensure that the identification of liver malignancies 

may be effectively employed to help scientists diagnose hepatocellular carcinoma. It has been 

demonstrated that, in comparison to various picture segmentation techniques, morphological 

operations require significantly less computer power and mathematical equations and 

computations.  
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One challenge with this search is that the entire system was originally intended for a single 

tumor mass. In the future, we will get medical and computed tomography picture data 

to ensure optimal validation and contrast accuracy for a few liver cancers. We 

furthermore intended to train classification algorithms and integrate the system with 

magnetic resonance imaging images in order to classify the malignancy.  

The majority of malignancies in LIVER are detected by digital picture processing. The 

artificial neural network's scope is employed. This proposed method's objective is to highlight 

the tumor's surrounding area as shown in the computed tomography. 
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